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ABSTRACT: Turbulence is what we want to avoid the most during flight. Numerical weather prediction (NWP) model–
based methods for diagnosing turbulence have offered valuable guidance for pilots. NWP-based turbulence diagnostics
show high accuracy in detecting turbulence in general. However, there is still room for improvements such as capturing
convectively induced turbulence. In such cases, observation data can be beneficial to correctly locate convective regions
and help provide corresponding turbulence information. Geostationary satellite data are commonly used for upper-level
turbulence detection by utilizing its water vapor band information. The Geostationary Operational Environmental Satellite
(GOES)-16 carries the Advanced Baseline Imager (ABI), which enables us to observe further down into the atmosphere
with improved spatial, temporal, and spectral resolutions. Its three water vapor bands allow us to observe different vertical
parts of the atmosphere, and from its infrared window bands, convective activity can be inferred. Such multispectral infor-
mation from ABI can be helpful in inferring turbulence intensity at different vertical levels. This study develops U-Net
based machine learning models that take ABI imagery as inputs to estimate turbulence intensity at three vertical levels:
10–18, 18–24, and above 24 kft (1 kft ’ 300 m). Among six different U-Net-based models, U-Net31 model with a filter
size of three showed the best performance against the pilot report (PIREP). Two case studies are presented to show the
strengths and weaknesses of the U-Net31 model. The results tend to be overestimated above 24 kft, but estimates of
10–18 and 18–24 kft agree well with the PIREP, especially near convective regions.

SIGNIFICANCE STATEMENT: Turbulence is directly related to aviation safety as well as cost-effective aircraft opera-
tion. To avoid turbulence, turbulence diagnostics are calculated from numerical weather prediction (NWP) model outputs
and are provided to pilots. The goal of this study is to develop a satellite data–driven machine learning model that estimates
turbulence intensity in three different vertical layers to provide additional information along with the NWP-based turbu-
lence diagnostics. Validation results against pilot reports show that the machine learning model performs comparable to
NWP-based turbulence diagnostics. Furthermore, results with different channel selections reveal that using multiple water
vapor channels can help extract additional information for estimating turbulence intensity at lower levels.
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1. Introduction

Atmospheric turbulence is one of the most important factors
in aviation safety along with icing. The use of reliable informa-
tion of turbulence location helps prevent accidents with possible
injuries as well as passenger comfort and cost-effective aircraft
operations (Sharman and Lane 2016). Turbulence can be gener-
ated from various sources: clear-air turbulence (CAT), moun-
tain-wave turbulence, convectively induced turbulence (CIT),
and low-level turbulence (Sharman and Lane 2016). Although
computational resources have been improved, there are still lim-
itations to explicitly predict turbulence. In this regard, various
numerical weather prediction (NWP)-based turbulence diagnos-
tics have been developed based on the assumption of downscale
cascade process (e.g., Sharman et al. 2006; Sharman and Pearson
2017; Kim et al. 2019, 2021). Current operational turbulence

forecasting methods, Graphical Turbulence Guidance (GTG;
Sharman et al. 2006; Sharman and Pearson 2017; Pearson and
Sharman 2017) and Korean Turbulence Guidance (KTG; Kim
and Chun 2012; Lee et al. 2022), estimate turbulence potential
using multiple NWP-based turbulence diagnostics. Recently ma-
chine learning (ML) techniques have also been applied for tur-
bulence forecasting (Muñoz-Esparza et al. 2020). As NWP
models have been rapidly advanced in both accuracy and spatial
resolution, turbulence predictions that highly depend on NWP
model outputs have improved accordingly in recent years. How-
ever, NWP models still have spatial and temporal mismatches of
weather systems, and they can lead to inaccurate turbulence esti-
mation. In particular, summertime convection is hard to simulate
in NWP models both spatially and temporally, and the accuracy
of its turbulence estimates will be largely affected by that. In
such cases, satellite observation can help correctly locate the
weather system and infer corresponding turbulence intensity.

Remote detection of turbulence has been conducted with air-
borne radar, radiosonde, in situ measurements, and satellites.
Satellite observations have offered global information on aviation
weather conditions including turbulence. In particular, geosta-
tionary satellite (GEO) data have practical uses for aviation
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operations with consistent time and wide spatial coverage, and
especially their water vapor channels are commonly used to esti-
mate CAT in the upper atmosphere (Ellrod 1989). One of the
notable features of CAT that can be inferred fromGEO imagery
is tropopause folding. Tropopause folding is an intrusion of
stratospheric air into the troposphere induced in regions with
high baroclinicity. Strong gradients in water vapor imagery are a
good indicator of the tropopause folding (Wimmers and Moody
2004). The water vapor channel traditionally with center wave-
lengths around 6–6.5 mm is also essential in detecting jet stream,
gravity waves, frontal system, and upper troughs that are features
associated with CAT (Ellrod and Pryor 2019). Longwave infra-
red window band is also useful in detecting convection which is
often associated with severe turbulence, and the Federal Avia-
tion Administration (FAA) recommends pilots avoid and remain
20 mi (32.2 km horizontally) away from severe convection
regions (Federal Aviation Administration 2017). Features of con-
vective clouds that are observed from GEOs are decreases in
brightness temperature (Mecikalski et al. 2010; Sieglaff et al.
2011; Monette and Sieglaff 2014), associated transverse cirrus
bands (Lenz et al. 2009), enhanced-V signature (Brunner et al.
2007), or overshooting tops (Bedka et al. 2010). Since turbulence
diagnostics used in current turbulence forecasting systems are
mostly related to jet streams or fronts and not as effective in
predicting convection-related turbulence, any information on
convective regions obtained from GEOs with high temporal res-
olution can be beneficial to the aviation community by contribut-
ing to improved predictions of CIT.

The next-generation GEO satellites such as Japanese
Himawari-8 Advanced Himawari Imager (AHI; Bessho et al.
2016), U.S. National Oceanic and Atmospheric Administra-
tion (NOAA) Geostationary Operational Environmental
Satellite (GOES-R) series carrying the Advanced Baseline
Imager (ABI; Schmit et al. 2017), Chinese Fengyun-4 series
(FY-4) with the Advanced Geosynchronous Radiation Im-
ager (AGRI; Yang et al. 2017), and South KoreanGeostation-
ary Korea Multi-Purpose Satellite-2A (GEO-KOMPSAT-2A
or GK-2A) with the Advanced Meteorological Imager (AMI;
D. Kim et al. 2021) have provided global cloud observations
in very high spatial and temporal resolutions. Recently
launched European Organisation for the Exploitation of Me-
teorological Satellites (EUMETSAT)’s Meteosat Third Gen-
eration (MTG)-I1 or Meteosat-12 with a Flexible Combined
Imager (FCI; Just et al. 2014) also joined the global GEO con-
stellation. But the information from traditional passive radio-
meters based on visible and infrared channels is mostly biased
toward the cloud top due to natural limitations of the wave-
lengths and is still known to be inefficient to derive the verti-
cal structure of the atmosphere. However, recent studies
show the potential to use GEO data to get more information
below cloud top. With increased channel numbers in GEOs
and with the help of ML methods, innovative approaches
have been introduced in low cloud detection (Haynes et al.
2022), detecting severe weather systems (Hilburn et al. 2021;
Lagerquist et al. 2021; Lee et al. 2021), or precipitation esti-
mation (Hayatbini et al. 2019).

Inferring turbulence from GEO observations has been
mostly focused on detecting certain features in the upper

atmosphere, i.e., tropopause folding, overshooting tops, or
transverse cirrus bands. In this study, we attempt to develop
an ML model that estimates summertime turbulence intensity
in different vertical layers by taking advantage of both ad-
vanced GEO data and high-resolution NWP model output
which has been operationally improved over decades.

In this study, inputs of the developed ML models are five
brightness temperatures of GOES-16 ABI channels 8, 9, 10, 11,
and 13, and terrain heights, and outputs of the ML models are
NWP-based turbulence diagnostics in terms of the cube root of
eddy dissipation rate (EDR). As for the output data, the hourly
outputs from the High Resolution Rapid Refresh (HRRR)model
(Dowell et al. 2022), which is NOAA’s operational model over
the contiguous United States (CONUS), are used to calculate tur-
bulence diagnostics in 3-km horizontal resolution. During the
training, however, synthetic brightness temperatures are used as
inputs instead of observed GOES-16 ABI brightness tempera-
tures to avoid feeding wrong information to the ML model.
Although current NWPmodels have improved significantly, there
can be discrepancies between observed and simulated weather. If
observed brightness temperatures were used during training, and
the HRRR model, which is used to compute turbulence data,
may not simulate exactly the same scene, it can mislead the ML
model to learn wrong relationships between brightness tempera-
tures and turbulence estimates, and can be detrimental during
training. To prevent this, the HRRR-based multiturbulence diag-
nostics and HRRR-based synthetic brightness temperature are
used for training ML models, while once it is trained, the actual
ABI brightness temperatures are used to get turbulence esti-
mates. Synthetic brightness temperatures are simulated using
the Community Radiative Transfer Model (CRTM) with the
HRRR model outputs. Since this is an image-to-image trans-
lation problem, where inputs and outputs are both images,
U-Net-based models are used. Six U-Net models using different
filter sizes are trained and the results are compared between the
models, and experiments using different ABI channel selections
are conducted.

The goal of this study is to develop a satellite data–driven
ML model as an additional source of remote detection of tur-
bulence intensity at different vertical levels. In this study, we
train the model mainly using turbulence cases induced by
summertime convection, which include CIT as well as CAT.

2. Data and methodology

When it comes to training an ML model, the most important
thing is to construct a reliable dataset in which its inputs contain
enough spatial and spectral information to predict outputs, and
its output needs to be as accurate as possible. It would be the
best to train the ML model against pilot reports (PIREPs),
which are the conventional observations of turbulence encoun-
ters, but their coverage is limited to flight tracks, and PIREPs
can have potential errors in spatiotemporal information of tur-
bulence encounters due to pilot’s subjectivity (Schwartz 1996;
Cornman et al. 2004). Therefore, this study uses NWP-based tur-
bulence diagnostics as the truth data for ML model training
which can provide spatiotemporally homogeneous turbulence
estimates. NWP-based turbulence diagnostics are calculated at
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three of conventional flight-level-based vertical layers (10–18,
18–24, and above 24 kft; 1kft’ 300 m). The three vertical layers
are chosen based on five vertical layers (surface–5, 5–10, 10–18,
18–24, and above 24 kft) that are provided by the NOAA NWS
Operational Advisory Team (Li and Heidinger 2021) and are
operationally used for the routine route forecast issued by the
National Weather Service (available online at https://forecast.
weather.gov/product.php?site=CRH&issuedby=KSF&product=
RFR&format=CI&version=1&glossary=1). Among the five ver-
tical layers, the first two bottom vertical layers are excluded
from the training to focus on upper-level turbulence prediction,
whose infrared data are most useful. Considering that opera-
tional NWP-based turbulence forecast is available at every 2 kft
(available online at https://www.aviationweather.gov/turbulence/
gtg), the three vertical layers used in this study are rather coarse.
However, since using infrared data from a GEO can be an
underconstrained problem, we decided to start exploring using
the simplest but widely used vertical layers as a proof-of-concept
study.

During training the ML model, simulated brightness tempera-
tures are used as inputs, and HRRR-based multiturbulence di-
agnostics in terms of EDR (hereafter, NWP-based EDR) are
used as outputs, but once the model is trained, the actual bright-
ness temperature data fromGOES-16ABI are used as inputs to
estimate EDR-scale turbulence.

Training of the ML model requires three independent data-
sets: training, validation, and testing. Training and validation
datasets are used during the training, and the testing dataset is
used to validate the ML model after the training. Training and
validation data are chosen from the days that had convective ac-
tivities based on storm reports in 2020 provided by the Storm
Prediction Center (SPC; available online at https://www.spc.noaa.
gov/exper/archive/), as this study focuses on summertime

turbulence, especially induced by convection. To be
completely independent of the training and to validate the re-
sult properly, testing data are chosen from storm reports in
2021. The dates selected for this study include various weather
cases: clear day, deep convection, tornadoes, or hail-producing
storms. Table 1 shows the dates selected for each dataset.
From the cases listed in Table 1, a total number of 8676, 2484,
and 2928 images are collected for training, validation, and
testing dataset, respectively.

The training data are carefully selected so that they in-
clude turbulence cases over the entire CONUS domain,
and there are sufficient number of images with severe
weather as well as images with clear sky. Among 8694
training images, 2723 images had at least one SPC report
of either tornado, hail, or wind, and PIREPs during the
training period in Fig. 1 shows that the training data contain
turbulence cases all over CONUS. As with the training data,
one-third of validation and testing data (709 of 2484 validation
images and 1036 of 3312 testing images) include at least one
SPC report.

a. PIREP

The PIREP is the pilot’s verbal report of turbulence encoun-
ters. It is an observation that reflects what pilots actually encoun-
ter, and in this study, we used publicly available PIREP from
the Aviation Weather Center (additional information is avail-
able on web page at https://www.aviationweather.gov/). PIREPs
provide information about the location (latitude, longitude, and
altitude) and intensity of turbulence. Turbulence intensity is clas-
sified in nine categories: 1 5 negligible, 2 5 smooth into light,
3 5 light, 4 5 light to moderate, 5 5 moderate, 6 5 moderate
to severe, 7 5 severe, 8 5 severe to extreme, and 9 5 extreme.
Although it provides valuable information in real time, the
data are not provided in a homogeneous manner and rather
sparse even over the CONUS, and PIREPs include spatial
and temporal uncertainties in turbulence information (Schwartz
1996; Cornman et al. 2004; Sharman et al. 2014). Therefore, in
this study, PIREPs are only used to validate the ML results,
and not used during training. We matched PIREPs with
the closest point from the ML model results and conducted
evaluations.

TABLE 1. Dates used for ML model training, validation, and
testing datasets.

Training Validation Testing

3, 4, 14, 15, 20–24 May 2020 25, 26 May 2020 26–28 May 2021
3–7, 10 Jun 2020 21, 22 Jun 2020 11, 13 Jun 2021
6–8, 10–12 Jul 2020 17–19 Jul 2020 2, 10, 28 Jul 2021

FIG. 1. Distributions of PIREPs during the training period.
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b. HRRR model data for turbulence diagnostics

The HRRR model is a regional model developed at the
NOAA (additional information is available on web page at
http://ruc.noaa.gov/hrrr), which has a 3-km horizontal resolu-
tion and 50 vertical levels. Its analysis and forecast data are ar-
chived every hour in (available online at https://console.cloud.
google.com/storage/browser/high-resolution-rapid-refresh). In
this study, HRRR 1-h forecast data (f01), instead of the analy-
sis data (f00) are used to avoid possible spinup in the data for
diagnosing turbulence intensity. Native-level data are used to
utilize both number concentration and mixing ratio for each
hydrometeors provided by the double-moment Thompson
scheme in the CRTM simulation.

The NWP-based turbulence diagnostics considered in this
study have been used in NWP-based turbulence forecasting
systems (Sharman and Pearson 2017; Kim et al. 2018). Even
though these diagnostics are CAT indices mostly related to
upper-level fronts and jets, they have been used to infer CIT
as well because they can partially capture turbulence genera-
tion due to convective clouds developed along large-scale dis-
turbance (S.-H. Kim et al. 2021). Among these diagnostics,
five turbulence diagnostics that are related to CIT are selected
in this study, and they are listed in Table 2. Standard outputs
from the HRRR model such as wind, air temperature, and
specific humidity are used to compute turbulence diagnostics.
These turbulence diagnostics are calculated at every grid
point and vertical level using outputs of the HRRR model.
They are then remapped to the EDR scale using lognormal
mapping technique developed by Sharman and Pearson
(2017). Given that each turbulence diagnostic has a different
physical meaning and unit, each diagnostic should be normal-
ized to a common scale such as the EDR in the range between
0 and 1. The lognormal mapping, expressed in Eq. (1), was de-
signed to establish a correspondence between NWP-based
turbulence diagnostic and turbulence observation, considering
the lognormal property of atmospheric turbulence:

ln(D*) 5 ln(e1/3) 5 a 1 b ln(D), (1)

where D* is the EDR value corresponding to a raw turbu-
lence diagnostic value D, e1/3 is the EDR, and a and b are

remapping coefficients obtained using the expectation opera-
tor and standard deviation operator of the probability distri-
bution function ofD and EDR observations.

Five turbulence diagnostics chosen in this study (Table 2)
are remapped into the EDR scale using Eq. (1). For each tur-
bulence diagnostic, the maximum EDR value within each of
three selected vertical layers (10–18, 18–24, and above 24 kft)
is computed for each grid point, and then, the maximum value
among the five diagnostics is computed for each vertical layer
and used as the outputs to train the ML models. It is common
to use a weighted or unweighted mean of multiple diagnostics
to produce the final output for NWP-based turbulence fore-
casts (e.g., Sharman et al. 2006; Kim et al. 2011, 2018;
Sharman and Pearson 2017; Pearson and Sharman 2017; S.-H.
Kim et al. 2021; Lee et al. 2022). However, in this study, we
adopt taking the maximum value from multiple turbulence di-
agnostics rather than the mean value to focus on increasing
hit rates of turbulence. As stated in S.-H. Kim et al. (2021),
there are two aspects of CIT forecasting: forecast quality and
value as identified by Murphy (1993). Since CIT, which is the
main focus of this study, needs to be avoided as much as pos-
sible, we decided to take the maximum of the variables.
Although this study considered only the maximum value of
NWP-based turbulence diagnostics for simplicity, the impacts
of the use of the mean of turbulence diagnostics to construct
the ML model would be conducted in the future study.

Figure 2 shows how NWP-based EDR evolves as convec-
tion is initiated and how it is reflected in observed brightness
temperatures. Figures. 2a and 2b show HRRR-based EDR
above 24 kft at 0200 and 0300 UTC 10 June 2020, respectively,
while Figs. 2c and 2d show corresponding channel 13 bright-
ness temperature, and Figs. 2e and 2f channel 8 brightness
temperature. As convection is initiated in the purple box be-
tween 0200 and 0300 UTC (Figs. 2c,d), cloud-top temperature
in the region decreases over time, and NWP-based EDR in-
creases around convective clouds. Turbulence occurring near
convective regions in the purple box is well captured in the
NWP-based EDR by virtue of HRRRmodel’s cloud resolving
capability, which enables to reflect changes in large-scale
flows caused by convection. On the other hand, in the red box
region, there were PIREPs of light- and moderate-intensity

TABLE 2. Description of five turbulence diagnostics used in this study.

Turbulence
diagnostics Description References

Ellrod3 Ellrod–Knapp turbulence index with divergence tendency
term

Ellrod and Knapp (1992), Ellrod and Knox
(2010)

NGM1 Nested grid model turbulence index, which is wind speed
multiplied by the absolute value of flow deformation

Reap (1996)

|w|2/Ri Square of vertical velocity (w) divided by gradient
Richardson number (Ri)

Sharman and Pearson (2017)

UBF/Ri Unbalanced flow diagnostic divided by Ri Knox (1997), McCann (2001), Sharman
et al. (2006), Sharman and Pearson (2017)

NCSU2/Ri North Carolina State University turbulence index 2
(NCSU2), which is the cross product between the vertical
vorticity gradient and gradient of the Montgomery
streamfunction on isentropic surface, divided by Ri

Kaplan et al. (2004), Sharman and Pearson
(2017)

J OURNAL OF ATMOS PHER I C AND OCEAN I C TECHNOLOGY VOLUME 401436

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/16/24 08:53 PM UTC

http://ruc.noaa.gov/hrrr
https://console.cloud.google.com/storage/browser/high-resolution-rapid-refresh
https://console.cloud.google.com/storage/browser/high-resolution-rapid-refresh


turbulence under cloud-free air. According to upper-air data
from SPC, high wind speed is observed at upper level (;300 hPa)
in this region, which suggests that this case can be considered as a
conventional type of CAT possibly associated with the shear or
inertial instability. The presence of CAT in this region can be in-
ferred from high gradients in water vapor band imagery in Fig. 2e
or Fig. 2f. This example shows the ability of NWP-based CAT
diagnostics to capture CIT as well, and how turbulence intensity
can be inferred from a satellite imagery. The use of turbulence di-
agnostics explicitly developed for the CIT (e.g., Kim et al. 2019,
2021) for the MLmodel will be considered in the future.

c. GOES-16 ABI

GOES-16 is NOAA’s current operational GEO that views
the eastern part of the CONUS and the Atlantic Ocean. It car-
ries the ABI that has 16 channels ranging from visible to infra-
red. Its infrared channels have a spatial resolution of 2 km, and
CONUS sector data have a temporal resolution of five minutes.
Among 16 channels, 9 channels that are infrared are used in this
study. Three water vapor channels each centered at 6.2, 6.9, and

7.3 mm are sensitive to water vapor at different vertical levels,
and thus, can observe vertical distributions of water vapor. The
three water vapor channels have been used to detect a jet stream
which is associated with turbulence generation, as well as a tro-
popause folding feature which is a notable feature of turbulence
in clear sky regions (Wimmers and Moody 2004). Infrared
longwave clean and dirty window bands at 8.5, 10.3, 11.2, and
12.3 mm that have different sensitivities to cloud waters are used
to infer cloud properties such as cloud-top height or cloud-top
phase, while channels at 9.6 and 13.3 mm are sensitive to ozone
and carbon dioxide, respectively. For detecting turbulence in-
duced by convective clouds, channels around longwave infrared
window bands can be useful because brightness temperatures
from these channels exhibit features of convective clouds, such
as enhanced-V signatures or overshooting tops (Brunner et al.
2007; Bedka et al. 2010). All nine infrared channels are used to
form a baseline model, but through sensitivity test, five channels
(channels 8, 9, 10, 11, and 13; 6.2, 6.9, 7.3, 8.5, and 10.3 mm) are
selected as inputs to the final ML model to reduce the input
data size.

FIG. 2. A case study on 10 Jun 2020 is provided to show how HRRR-based EDR evolves along with convective initiation, as well as ob-
served brightness temperature. HRRR-based EDR above 24 kft at (a) 0200 and (b) 0300 UTC. Observed brightness temperature at chan-
nel 13 at (c) 0200 and (d) 0300 UTC. Observed brightness temperature at channel 8 at (e) 0200 and (f) 0300 UTC.
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d. Synthetic brightness temperature data using HRRR
data and CRTM

As briefly mentioned in the introduction, we use synthetic
brightness temperature during training not to confuse the
model with mismatched weather features between GOES-16
observation and HRRR model output which is used to calcu-
late turbulence diagnostics. CRTM developed at the Joint
Center for Satellite Data Assimilation (Weng 2007; Chen
et al. 2011; Liu et al. 2012) is one of the most commonly
used radiative transfer models, and its version 2.1.3 is used
in this study. It can simulate more than 100 sensors includ-
ing all the channels of GOES-16 ABI. Synthetic brightness
temperatures for channels 8, 9, 10, 11, and 13 of GOES-16
ABI are simulated using HRRR model data as input for
CRTM.

To justify the approach of using synthetic brightness tem-
perature and its ability to simulate evolution of convection,
synthetic brightness temperatures at channel 13 and 8 for the
same case study presented in section 2b are shown in Fig. 3
for comparison. Synthetic and observed brightness tempera-
tures shown in Figs. 2 and 3 look very similar in general. The
upper-level low pressure system in the red box region as well
as multiple convective cells developing in the purple box re-
gion are correctly simulated in the synthetic brightness tem-
perature (Fig. 3). Although synthetic brightness temperatures
are generally in good agreement with the observed data, loca-
tion, timing, or intensity of convection are slightly different
and sometimes not well represented in the synthetic map due
to inevitable problems both from NWP model and radiative
transfer model simulations. Convection developing in the yellow
box of Figs. 2d and 3b is an example of mismatch of time in the

NWPmodel. Convection in the yellow box region is not observed
from the synthetic brightness temperature map at 0300 UTC
(Fig. 3b), thereby missing CIT by NWP-based EDR (Fig. 2b).
Convective cloud in the orange box in Figs. 2c and 3a shows an
overestimation of hydrometeors by the NWP model, thus exhib-
iting lower brightness temperature in the synthetic map. Such
mismatches between NWP variables and observed bright-
ness temperatures can lead to wrong learning during the
training. Therefore, although further improvements in sim-
ulating brightness temperature are required, synthetic data
are used in the training of the ML model to provide correct
location of the weather system.

3. Machine learning model design

Machine learning models are designed to estimate turbu-
lence at three different levels (10–18, 18–24, and 24 kft and
above) usingGOES-16ABI data.

a. Inputs and outputs for the model

Input to the models is 512 3 512 3 6 image of five synthetic
brightness temperature images (ABI channels 8, 9, 10, 11, and
13; 6.2, 6.9, 7.3, 8.4, and 10.3 mm, respectively) and geopotential
height map, and output is a 512 3 512 image of NWP-based
EDR. Since the spatial resolution of ABI (either synthetic data
used for training or observed data used for validation after train-
ing) is 2 km whereas that of HRRR model is 3 km, ABI data
are interpolated into the HRRR model grid space before train-
ing. Brightness temperature values are normalized to have val-
ues from 0 to 1 based on the minimum and maximum channel
values used in Hayatbini et al. (2019), and terrain heights are
also normalized to range between 0 and 1.

FIG. 3. Synthetic channel 13 brightness temperature at (a) 0200 and (b) 0300 UTC and synthetic channel 8 brightness temperature at (c) 0200
and (d) 0300 UTC are shown to compare with the observed brightness temperatures in Fig. 2.
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b. Model architectures

U-Net is one of the most commonly used model architec-
tures for an image-to-image translation problem where both
inputs and outputs are images. U-Net was first introduced by
Ronneberger et al. (2015), and is a fully convolutional network
with skip connections. Skip connections help prevent from los-
ing fine-scale features during the upsampling path. One benefit
of using U-Net-based models is that it provides turbulence in-
formation at each pixel with 3-km resolution. Since the U-Net
model was developed by Ronneberger et al. (2015), many
variations of U-Net have been developed, one of which is
U-Net31 developed by Huang et al. (2020). Unlike U-Net
which only has connections between encoder and decoder,
U-Net31 adds connections within the decoder. With this addi-
tional intraconnection between the decoder layers, each de-
coder layer in U-Net31 integrates small-scale feature maps
from encoder layers as well as large-scale feature maps from
decoder layers. In this study, six different U-Net based models
are tested following the code available online at https://github.
com/dopplerchase/keras-unet-collection: three U-Net models
and three U-Net31 models using filter sizes of 3, 5, and 7. The
bigger filter sizes (5 and 7) are tested as upper-level features
conducive to turbulence generation such as tropopause fold-
ing are rather large. Details of the model architecture are
shown in Fig. 4. Since using regularizations did not seem to
learn well, batch normalization is used to prevent overfitting,
and the model is compiled with a loss function of mean-
squared error (MSE) and RMSprop optimizer. Each model
is run for 100 epochs, and the model is saved every 20 epochs.
All the saved models are used to compare results.

4. Statistical model results

In Fig. 5, MSEs on the validation dataset are compared be-
tween six different models to evaluate model performance
during training. Figure 5 shows MSE over 100 epochs for each
model. All the U-Net31 models tend to have lower MSE
than the U-Net models. The lowest MSE of 0.005 is achieved
using a filter size of 3 in the U-Net31 model, but there is not
much difference in MSE between the U-Net31 models.

Even though MSE appears to be small enough, this is only
against the model diagnostic which is also not perfect. Therefore,
further analysis is conducted by applying the models to GOES-
16 ABI observations and comparing the results against PIREPs.
To account for possible delays in the report time, PIREPs within
the 15-min window around the evaluation time are collected and
combined for validation. The forecasting performance of ML-
based turbulence estimate is evaluated using probability-of-
detection (POD) statistics. For comparison, NWP-based EDR is
also validated against PIREPs. In the current study, null (NIL)
and moderate-or-greater (MOG)-intensity turbulence events are
used in the performance evaluation to mitigate uncertainties in re-
ported turbulence intensity of light-level turbulence (e.g., Sharman
et al. 2006; Kim et al. 2018; S.-H. Kim et al. 2021). Therefore, the
POD “yes” (PODY) and POD “no” (PODN) are computed for
theMOG and NIL-level turbulence, respectively.

Each PODY–POFD pair, where POFD is a probability of
false detection (51 2 PODN) is obtained for a given thresh-
old, and relative operating characteristic (ROC; Mason and
Graham 1999; Marzban 2004) curves can be constructed by
applying forty different EDR values as the threshold. It is
noted that the area under the ROC curves (AUC) can be

FIG. 4. U-Net and U-Net31 models are described. Each circle consists of Conv2D, Batch-
Normalization, and ReLU activation layers. Green circles represent the encoder part while yel-
low circles represent the decoder part, and the numbers in the circles are numbers of filters. The
upper number in the yellow circle is the number of filters for the U-Net model, and the lower
number is for the U-Net31 model. Red solid arrows represent skip connections used in the U-
Net model, while red dashed arrows represent additional skip connections used in the U-Net31
model. Note that the skip connection from the first encoder unit, which has an asterisk, is not
used in the U-Net31model.
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used as a measure of the performance skill of each forecasting
method (Mason 2003). Details of this procedure can be found
in S.-H. Kim et al. (2021).

Figures 6 and 7 show the ROC curve with the AUC values
for NWP-based EDR and ML-based EDR estimates (derived
from U-Net31 and U-Net model) at three vertical levels.
From Fig. 5, models seem to converge after 40 epochs, and
thus, each model with filter sizes of 3, 5, and 7 at 40, 60, and
80 epochs is plotted in one figure to compare performances
and pick the best model. Numbers on the label indicate
AUCs for each model. AUC value of 1 represents a perfect
skill for turbulence intensity estimation. The blue line repre-
sents the NWP-based EDR. Above 24 kft, there is relatively
less difference in AUC between the models, all of which are
close to the maximum AUC value of 0.7. However, there is a

large difference in results at the two lower vertical layers
(10–18 and 18–24 kft). U-Net31 models tend to perform
better than U-Net models at 10–18 and 18–24 kft, achieving
the maximum AUCs of 0.79 and 0.73, respectively. Among
nine U-Net31 models, models with a filter size of 3 that are
stopped at 60 and 80 epochs seem to be the best two models.
Performance skills of all ML-based EDRs appear to be lower
than the NWP-based EDR, and it can be related to the fact
that the NWP-based EDR is used as the true dataset to train
the model. Considering the spatial uncertainty of PIREPs
(e.g., an average horizontal distance error of 46 km; Sharman
et al. 2014), the performance evaluation using the in situ EDR
data should also be conducted in the future study.

Although five channels are selected for these models, fur-
ther experiments are conducted to explore how different

FIG. 5. MSE of six different models on the validation dataset along all the epochs during train-
ing. Blue colors represent MSE for U-Net31models with filter sizes of 3, 5, and 7, and red colors
represent MSE for U-Net models with filter sizes of 3, 5, and 7.

FIG. 6. ROC curve of nine different U-Net31 model EDR estimates at three vertical layers: (a) 10–18, (b) 18–24, and (c) above 24 kft.
NWP-based EDR is presented in a blue line for comparison. Numbers on the right in the legends are AUC values for each model. The
thick purple line (filter 3 and epoch 60) is the one with the best overall performance, and it is used for case study results in section 5.
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channel selection impacts the ML result. ABI has nine infra-
red channels in total, and thus, experiments are conducted us-
ing the whole GOES-16 spectral bands to compare with
results using five channels. Currently, there are several satellites
over the globe that carry similar but different channels, and
thus, similar ML models can be applied to several satellites. For
example, FCI does not contain a midlevel water vapor channel
(6.9 mm), and the Visible Infrared Imaging Radiometer Suite
(VIIRS) aboard NOAA’s Joint Polar Satellite System (JPSS)
satellites (Goldberg et al. 2013) lacks the whole water vapor
bands. Two additional experiments are further conducted using
channels that FCI and VIIRS have. For a direct comparison, ad-
ditional experiments using nine ABI channels, FCI-like chan-
nels, VIIRS-like channels are conducted using the same model
architecture (U-Net31 model with the filter size of 3). Results
using five channels (the purple line in Fig. 6), using nine ABI
channels, using four channels (FCI-like channels), and using two
channels (VIIRS-like channels) are presented in Table 3 in

terms of AUC as well as PODY, PODN, and true skill statistics
(TSS) using a 0.22 threshold value as done in many previous
studies (Pearson and Sharman 2017; S.-H. Kim et al. 2021). The
performance of NWP-based EDR which is used as truth in this
study is provided on the top, and it is followed by an experiment
using all nine channels from GOES-16 ABI, which is named as
“baseline,” because it includes all channels available. All experi-
ments show similar AUC above 24 kft, while different skills are
observed at lower layers. The baseline model that uses the most
spectral information shows detrimental skill (low AUC) at
10–18 kft layer which might indicate that some information
might be redundant, although the baseline model shows the best
performance at 18–24 kft. It seems that having the full set of wa-
ter vapor channels helps better estimate turbulence at lower lev-
els, although there might be some redundant information from
other spectral bands. However, it does not seem to have impacts
on the upper-level turbulence estimation much. Moreover,
when we additionally conducted experiments excluding channel

FIG. 7. As in Fig. 6, but using nine different U-Net models.

TABLE 3. AUC, PODY, PODN, and TSS from experiments using nine ABI channels (baseline), five ABI channels (final), FCI-like
channels, and VIIRS-like channels.

AUC PODY PODN TSS

10–18 kft NWP-based EDR 0.836 0.473 0.869 0.342
Nine channels (baseline) 0.756 0.778 0.578 0.356
Five channels (final) 0.785 0.769 0.594 0.363
FCI-like channels (without 6.9 mm) 0.785 0.886 0.457 0.343
VIIRS-like channels (8.4 and 10.3 mm) 0.766 0.794 0.549 0.343

18–24 kft NWP-based EDR 0.828 0.684 0.745 0.429
Nine channels (baseline) 0.760 0.775 0.610 0.385
Five channels (final) 0.730 0.838 0.421 0.259
FCI-like channels (without 6.9 mm) 0.705 0.861 0.429 0.289
VIIRS-like channels (8.4 and 10.3 mm) 0.721 0.819 0.490 0.309

Above 24 kft NWP-based EDR 0.797 0.920 0.400 0.320
Nine channels (baseline) 0.696 0.843 0.338 0.181
Five channels (final) 0.682 0.916 0.227 0.143
FCI-like channels (without 6.9 mm) 0.681 0.854 0.287 0.141
VIIRS-like channels (8.4 and 10.3 mm) 0.679 0.661 0.518 0.179
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13, which is most sensitive to clouds, it is found that the perfor-
mance skill is degraded (not shown).

The U-Net31-based model with a filter size of three using
five channels that shows good model performance is chosen as
the final model to conduct further analysis. Figure 8 shows histo-
grams of NWP-based EDR (orange) and U-Net31-based EDR
(purple) along with root-mean-squared error (RMSE) and bias
at each vertical layer. Positive bias meaning overestimation in
U-Net31-based EDR is shown at all vertical layers, and it tends
to be larger as turbulence intensity is larger. Such overestimation
can be partially explained by the brightness temperature histo-
gram in Fig. 8d. Observed brightness temperatures tend to be
more spread out, while simulated brightness temperatures have
a higher peak around 288 K. This suggests that there are more
or wider clouds in the observation, which can lead to the overes-
timation (positive bias) in the predicted turbulence intensity.
Since it seems that systematic biases exist in the U-Net31-based
EDR results, bias obtained at each vertical layer is subtracted
from the ML model output. After the bias correction, distribu-
tions of U-Net31-based EDR plotted in green dashed lines in
Fig. 2 agree better with those of NWP-based EDR, and their
RMSE and bias are reduced at all vertical layers as shown in
Fig. 2. For the case study results in the next section, bias correc-
tion is applied using biases obtained from this analysis.

5. Case study results

In this section, forecasts from the best U-Net31 model using
five channels (purple line in Fig. 6 with bias correction) are exam-
ined for two real cases that are selected from the testing datasets.
Although the model is trained with small patches of 5123 512 im-
ages, a map that covers the whole CONUS domain is obtained by
applying the weights of the trained model to the whole CONUS
image.

a. A case with convections accompanying hail and
tornado (2200 UTC 10 July 2021)

Applying the best model to the case on 10 July 2021 is pre-
sented in this section. This is a case that had many reports of
high winds, hail, and tornadoes across the United States as
shown in Fig. 9.

Figure 10 shows the horizontal distributions of NWP-based
EDR (Figs. 10a,c,e) and U-Net31-based EDR (Figs. 10b,d,f)
for the three vertical layers. Turbulence encounters included
in PIREPs are indicated as triangles [null (NIL): black; light
(LGT): green; moderate (MOD): orange; severe (SEV): red].
At 10–18 kft, there is turbulence over mountainous regions in
the midwestern United States, which may be related to moun-
tain waves. Both the NWP-based EDR and U-Net31-based

FIG. 8. Histograms of NWP-based EDR (orange) and U-Net31-based EDR (purple) at (a) 10–18, (b) 18–24, and
(c) above 24 kft are shown along with RMSE and bias. (d) Observed (purple) and synthetic (pink) brightness temper-
ature distributions are presented to explain possible cause of overestimation in U-Net31-based EDR.
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EDR values are relatively high near the region with MOD-
level turbulence (orange triangle). In the two light turbulence
regions (green triangle) over the eastern part of CONUS,
NWP-based EDR and U-Net31-based EDR show similar

values and patterns. NWP-based EDR and U-Net31-based
EDR for the left green triangle region are 0.12 and 0.10 m2/3 s21,
respectively, and for the right green triangle region, they are
0.30 and 0.33 m2/3 s21, respectively. Both EDR values in the two
regions are close to what is considered as light turbulence
(0.15–0.22 m2/3 s21). At 18–24 kft, the overall spatial patterns
seem to agree well between NWP-based EDR and U-Net31-
based EDR. However, light turbulence over Texas is missed
by the ML-based EDR, but well captured by the NWP-based
EDR. Above 24 kft, high EDR values are observed due
to deep convection, which affects upper-level turbulence.
U-Net31-based EDR agrees well with PIREPs in terms of lo-
cation, especially in three red box regions of Fig. 10f where
NWP-based EDR does not exhibit strong (e.g., moderate-or-
greater) turbulence. Especially in two moderate turbulence
regions (with orange triangles) of the bottom red box,
U-Net31-based EDR exhibits high EDR value while NWP-
based EDR does not exhibit.

To explain overestimation in U-Net31-based EDR to
some extent, maps of synthetic and observed brightness tem-
peratures at channel 13 are shown in Fig. 11. Although syn-
thetic and observed brightness temperatures look similar in

FIG. 9. Storm reports on 10 Jul 2021 from the NOAA Storm Prediction
Center.

FIG. 10. NWP-based EDR at 2200 UTC 10 Jul 2021 at (a) 10–18, (c) 18–24, and (e) above 24 kft are shown, as well as U-Net31-based
EDR estimates at (b) 10–18, (d) 18–24, and (f) above 24 kft. Note that only the EDR values greater than 0.15 m2/3 s21 are shown.
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general, a lot of high clouds are not shown in the synthetic
map, which means that the HRRR model did not simulate
some cirrus or deep convective clouds, and there still is a dif-
ference in terms of location or size of convective clouds. Such
less clouds in HRRR model simulations might have missed
CIT detection in NWP-based EDR (e.g., the bottom red box
in Fig. 10), while U-Net31-based EDR, which is obtained us-
ing observed brightness temperature as inputs to the trained
ML model, might appear to have more CIT. Also note that
U-Net-based EDR estimates look blurrier, which is expected
with less skip connection (not shown).

Although U-Net31-based EDR seems to do better overall
in this case, it tends to overestimate turbulence compared to
NWP-based EDR. The overestimation can be attributed to
several things. As NWP-based turbulence diagnostics used in
this study were developed by assuming the downscale cascade
from forcing such as fronts (Sharman and Pearson 2017), they
tend not to predict turbulence due to small-scale convection
well (e.g., S.-H. Kim et al. 2021). There can be a problem in
the HRRR model itself such as not simulating convection
with the correct intensity in the area where it should be. Last,
there are biases between observed and simulated brightness
temperatures as previously shown in Fig. 8, which can affect
both during the training and predicting with observed bright-
ness temperature.

b. A case with clear-air turbulence (1100 UTC 2
July 2021)

Another case on 2 July 2021 is presented in Fig. 12 to ad-
dress the weakness of U-Net31-based EDR. This is a case
that reported strong CAT event above 24 kft over the central
United States and convection over the southern and eastern
regions. At 10–18 kft (Figs. 12a,b), U-Net31-based EDR cor-
rectly shows moderate turbulence in the area with orange trian-
gle. However, NWP-based EDR does not exhibit turbulence in
the orange triangle spot for the same reason in the previous case
study (10 July 2021) that the HRRR model did not simulate
high clouds (not shown). On the other hand, a red box region in
Figs. 12e and 12f, which shows EDR above 24 kft, has large
areas with CAT, which seems to be due to shear or inertial insta-
bility caused by upper-level jet streams. The ML model struggles
to capture CAT in this region as shown in Fig. 12f. Figure 13
shows channels 8 and 13 brightness temperature maps, which
are two of the six input images used to estimate turbulence. A

horizontal gradient in water vapor imagery is shown in the red
box region of the channel 8 map (Fig. 13a), which can be an indi-
cator of turbulence, but it is not very clear to infer turbulence in-
tensity from this figure. This shows the limitations of using just
satellite images only. Nevertheless, U-Net31-based EDR shows
good agreements in convective regions at all three vertical
levels.

6. Discussion

The U-Net31-based model developed in this study can pro-
vide valuable information that the NWP-based EDR might
miss, although at the current stage, it might not outperform
NWP-based EDR. Nevertheless, the U-Net31-based model
shows overall good agreement with the NWP-based EDR and
good performance against PIREPs. However, there is still much
room for improvements because the ML model developed in
this study has some limitations. The U-Net31-based model esti-
mates turbulence intensity based on real-time satellite observa-
tion, which is not forecast data. However, the ML model can
still offer a useful means of monitoring the current weather situ-
ation on a large scale and can provide essential information over
data-sparse regions. This study primarily aims to show the po-
tential of using satellite imagery as inputs to the ML model for
inferring turbulence intensity. With recent efforts to introduce a
nowcasting ability to satellite observations by adding wind data,
future study could be conducted to produce more sophisticated
turbulence data utilizing satellite data for short-term forecasting.

This study uses the maximum values between five HRRR-
based turbulence diagnostics across each of the three relatively
broad vertical layers. Using a broad vertical layer can cause un-
certainties when comparing with PIRPEs, especially if turbu-
lence intensity varies significantly within a vertical layer. Since
this study demonstrated the feasibility of generating turbulence
intensity information from GEO data, the future research can
be expanded to estimating turbulence intensity at a finer vertical
resolution with more carefully weighted turbulence diagnostics
or with additional CIT diagnostics.

7. Conclusions

GEO data have provided useful weather observations to the
aviation community with broad spatial and consistent time cov-
erage. The data have also proven useful for detecting and esti-
mating turbulence of the upper-level atmosphere, but not as

FIG. 11. (a) Synthetic and (b) observed channel 13 brightness temperatures for the case study at 2200 UTC 10 Jul 2021.
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much in the lower atmosphere due to lack of vertical informa-
tion from conventional passive radiometer sensors. Although it
is still challenging to get the whole vertical structure of turbu-
lence solely from satellite data, this study suggests that more ver-
tical information can be extracted using machine learning
techniques. Machine learning techniques can help find nonlinear
relationships between the multispectral satellite images and ex-
tract useful features to estimate turbulence intensity at different
vertical levels.

In this study, we developed U-Net-based machine learning
models to produce turbulence intensity estimates at three differ-
ent vertical levels using brightness temperature data from
GOES-16ABI. Three water vapor channels, two longwave infra-
red channels, and terrain height are used as inputs to provide tur-
bulence intensity estimates at three different vertical levels:
10–18, 18–24, and above 24 kft. Since PIREPs are only available
at a few grid points, HRRR model outputs are used to generate
turbulence diagnostics in EDR to be used as outputs for the

FIG. 13. Observed brightness temperatures at (a) channel 8 (6.19 mm) and (b) channel 13 (10.35 mm) at 1100 UTC 2 Jul 2021.

FIG. 12. As in Fig. 10, but at 1100 UTC 2 Jul 2021.
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machine learning model. To maintain consistency between input
and output during training, brightness temperatures are simu-
lated using the CRTM with HRRRmodel outputs, and synthetic
brightness temperatures are used as inputs during training. Three
U-Net and U-Net31-based models (each with a filter size of 3, 5,
and 7, respectively) are tested to examine the effects of additional
skip connections and different filter sizes. Among the six models,
U-Net31 model with a filter size of 3 performs best. Above 24
kft, it estimates high turbulence intensity near convective regions
reasonably well, but it tends to overestimate compared to the
NWP-based EDR. After bias correction, RMSE and biases are
lowered at all three vertical layers, and the ML-based EDR
shows better agreement with NWP-based EDR. However, in the
case of CAT where signals observed from infrared images might
not be obvious, ML-based EDR can miss CAT generation. At
lower levels, however, the U-Net31 model shows similar skills as
the NWP-based EDR. Additional experiments using different
channel selections revealed that having water vapor channels was
indeed beneficial for estimating turbulence intensity at lower
levels.

This study shows some potential of developing a purely satel-
lite observation–based model to estimate turbulence intensity
and help turbulence detection in convective regions. However,
since this is a proof-of-concept study, there are still limitations,
and thus, further studies are needed in the future. As the first at-
tempt of only using multispectral information from GOES-16
ABI to estimate turbulence at different vertical levels, we fo-
cused on NWP-based EDR over 10 kft. Even though turbulence
information below 10 kft is critical for small-size aircraft, we ex-
cluded turbulence below 10 kft in this study because NWP-based
turbulence diagnostics used as ground truth for ML model train-
ing in this study are considered optimal for upper-level turbu-
lence prediction. Muñoz-Esparza and Sharman (2018) developed
a specialized method for low-level turbulence, and such methods
can be included in a future study. In terms of improving the ML
model accuracy, more complex ML models such as an attention-
based model can be tested. Nevertheless, this study shows that
ML-based estimates using GOES-16 ABI can still be beneficial
as a supplementary product to support NWPmodel–based turbu-
lence prediction, and such satellite-based turbulence product
would be useful for nowcasting turbulence. Furthermore, since
there are several satellites that carry sensors with similar chan-
nels, ABI-based models can be retrained with data such as AHI
or AMI, and global turbulence estimates can be provided from
these satellites.
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